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Joshua Yao-Yu Lin - Currently a Machine Learning Postdoc at Prescient 
Design Team in Genentech/Roche (Mentor: Kyunghyun 
Cho)

- UIUC Physics Ph.D. (2016-2022), MS at NTU, and BS at 
NTHU in Taiwan. 

- My past research spans a wide range of Machine 
Learning application for astrophysics, including black hole 
image and dark matter/strong lensing

- ML Research Interest: ML for Science, ML for drug 
discovery, Self-Supervised Learning, ML interpretability

- ML intern experience: Simons Foundation/Flatiron 
Institute (CCA), Google Research (2021)

- I like: Traveling, Jazz, Bouldering/Climbing, Brewing hard 
cider
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My previous research
 1) ML for Black hole image

 2) Dark Matter and Strong gravitational lensing

 3) Machine Learning application for astrophysics
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Machine Learning x astrophysics projects

Feature Extraction on Synthetic Black 
Hole Images (ICML workshop 2020)

AGNet: Weighing Black Holes with Machine 
Learning (NeurIPS workshop 2020)Hunting for dark matter substructures 

with neural networks (NeurIPS workshop 
2019)



Prescient Design@Genentech/Roche

Prev. @Flatiron Institute/NYU NYU CS/Data Science

- Founded in Jan 2021, 
focusing on machine 
learning for Protein Design

- Acquired by 
Genentech/Roche ~ 
August 2021

- Around 50 people in the 
team (ML Scientist/ 
Engineer, Bio/Chem)





Amino Acid Chain



Protein folding problem

Protein’s amino acid sequence -> three-dimensional 
atomic structure prediction.

 The notion of a folding “problem” first emerged 
around 1960, with the appearance of the first 
atomic-resolution protein structures



Image credit: The machinery of life
By by David S. Goodsell



How to get Protein Structures: Cryo-EM & Crystallography

Time consuming and challenging 
for certain proteins



Alphafold II

John Jumper (DeepMind)



CAPS challenge 



AlphaFold 2 (DeepMind)



Alphafold 2: We will understand this by the end

Evoformer Block:

Neural Network 
(Transformer).
Maps many 
proteins to 1D 
embedding of 1 
protein

Force Field Refined

Structure Module:

Equivariant 
Neural Network.

Maps 1D 
embedding to 3D 
protein

Evolutionary Model

http://progress_bar_id


High-level Impact

Timeline

- Dec 2018: Alphafold 1 wins CASP
- CASP: Critical Assessment of protein Structure Prediction

- Jan 2020: Alphafold 1 Published
- Nov 2020: Alphafold 2 solves CASP
- Aug 2021: Alphafold 2 Published, 20K human proteins published

Impact on drug discovery

- Gives little functional information
- Most important proteins were already known
- Universal end-to-end molecular drug discovery now possible

http://progress_bar_id


Generative models for protein

● With sequence length ~ 100 and 20 options of amino acid it would take more 
than 10^30 years to generate all possible proteins.

● Generative models for proteins are needed - ML for protein design.



Diffusion Model (& Score matching)

“A painting of a fox sitting in a field at 
sunrise in the style of Claude Monet”Diffusion Model & Score matching

DALLE 2 by OpenAI



Diffusio
n 
model 
for 

Watson

Watson et. al. 2022



Watson et. al. 2022



My own journey

2016 - 2022 University of Illinois at Urbana-Champaign

2021 Spring Flatiron Institute/Simons Foundation (CCA)

2021 Summer Intern at Google Research

2022 - now Fall Machine Learning postdoc at Prescient Design

- Before I started my Ph.D. I barely know how to code/program and have 0 
knowledge of machine learning

- I never thought I will be working on Bio-related job
- I applied for academic (astro) postdocs, jobs in tech/biotech. Decided to join the 

protein world and so far enjoy every moment of it.



Why I switch from astrophysics to biotech?



The problem is exciting! 
people from different fields 

are joining this field 

Research: Keep doing 
research and reading papers, 

learning how the world 
operates…

Advance field in ML x 
Science: Transformers, 

Geometric Deep Learning, 
Self-supervised Learning, 

Generative models

ML for 
Science



Thanks for having me!

- Follow me on twitter/LinkedIN: joshualin24, Joshua Yao-Yu Lin
- Email: Joshualin24@gmail.com
- If you are interested in chat/ or work on an ML + astro side project please feel 

free to reach out!
- We’re hiring - please check the Genentech webpage!

mailto:Joshualin24@gmail.com

